APPENDIX D

Calculations for Adverse Impact in Selection


Statement of Problem:

In applying a rule or process to detect “adverse impact” (or “disproportionate impact”), a community college will probably face various statistical issues.  This appendix specifically addresses major statistical questions relating to the use of a cut-off rule at the community colleges in their admission decisions for their nursing programs.  

Response to Stated Problem:

The research staff reviewed published research and analyses in this topic as well as literature concerning relevant statistical issues.  Staff summarized the material into a set of guidelines that colleges can consider in the process of setting admission criteria for their nursing programs.  An outline of these guidelines appears immediately below.  A subsequent set of technical notes details the specific guidelines so that a college may take further action upon a specific guideline if so desired.  Generally speaking, guidelines 1, 2, 3, 4, 7, and 8 only presume an understanding of the adverse impact concept.  The remaining guidelines, except for 12, additionally require knowledge or training in statistical methods to understand and implement properly. 

Guidelines:

1. The calculation for the 4/5 rule will ideally have approximately equal numbers of applicants in both the group with the highest selection ratio and the group with the lowest selection ratio.

2. The minimum number of cases for the above calculation should be 26 (that is, the sum of the cases in the “highest” group and the “lowest” group should be 26 or more).

3. Although this advisory cannot require a college to test for a statistically significant difference in selection ratios, a college should anticipate the need for such a test.

4. In many situations, the college will find conflicting results from the 4/5 rule and the test for statistical significance.  Where the two tests agree, the finding has more substance or credibility than in cases where the two methods disagree.

5. Colleges should test for statistical significance by applying the chi-square test, the Fisher’s Exact test, or the Z-test of proportions.

6. Colleges can enhance their tests of significance by applying the one-sided test rather than the common two-sided test.




7. Part of the testing for either the 4/5 rule or the test of statistical significance should involve a test for “robustness” in the results.

8. By expanding the number of applicants to be considered, a college may increase the number of applicants used in the calculations in order to improve the precision or reliability of these calculations.

9. In either method of adjustment, the college should test for the equivalence of the groups to ascertain the validity (in contrast to the precision or reliability) of such pooling of data across groups of students or across time periods.

10. In addition to the aforementioned tests of statistical significance, the college should consider a calculation of another important statistic, the odds ratio, to develop an in-depth analysis of possible adverse impact.

11. Further steps of an in-depth analysis would include the estimation of two complementary measures, the confidence intervals for the selection ratios and the so-called effect size (the “difference” presumed to result from a selection or admission process).

12. Many institutional researchers employed by the community colleges can assist on the above statistical issues, and the Research & Planning Unit of the Chancellor’s Office, California Community Colleges will help in this area as well, resources permitting.

Application of the Guidelines:

In recognition of the wide variation in needs and resources of the various community colleges, we suggest a planning framework that should help each college to proceed with its choice of guidelines to fit the unique situation it will have.  Below are flow charts that a college may use to help it plan the efforts it may undertake in examining adverse impact in its selection process.  Although the charts may appear complex, they basically display a specific sequence and combination of guidelines that the college can choose to emphasize for its own situation.  A user of the flow charts may need to consult the technical notes that appear in the section following the flow charts.

Level 1 is the most basic plan presented.  It only proposes a test of the 4/5 rule, and it therefore requires fairly low effort and resources to complete.  Every college should be able to complete this level.  If the college will do a statistical test, then the college will “branch” out of Level 1 (see the top right box of Level 1) into Level 2.  

Level 2 is much more rigorous in the effort and resources it demands.  Level 2 would occur in addition to Level 1, and it would address a common question in adverse impact 

situations, the existence of a statistically significant difference in selection ratios.  Many colleges should be able to complete Level 2.  The need for statistical tests will vary between colleges.  If a program easily satisfies the 4/5 rule, then it could forgo Level 2 (and Level 3 as well).  If a program narrowly satisfies the 4/5 rule or violates it, then the completion of Level 2 analysis would be helpful.

Level 3 would occur in addition to the other two levels, and it demands some specialized expertise in statistical analysis.  It addresses narrower questions that may emerge in later discussions about adverse impact.  Where resources permit and where the need for such in-depth work is apparent (that is, cases where the 4/5 rule is clearly not met), Level 3 is useful.  In a sense, Level 3 produces special information that could explain, perhaps mitigate, an apparent failure of the 4/5 rule and/or the significance test.  However, to many colleges, this level of specialized analysis will be superfluous, especially if the risk in omitting such analysis is negligible.  Obviously, few colleges will have the resources to complete Level 3, but we have no way of knowing which colleges should complete Level 3 despite their lack of resources.
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Level 1 Option: Test of 4/5 Rule
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Level 2 Option: Addition of Basic Statistical Test
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Level 3 Option: Addition of Advanced Statistical Tests 
Technical Notes for the Guidelines

Introduction:

These notes briefly explain each guideline.  The source of a principle or reference is cited, and the full reference appears in the bibliography, which is the last section of this appendix.  Parties that need to obtain more detail about a particular guideline should consult the listed references, other pertinent publications, or staff with relevant expertise.  Time, space, and resources do not permit us to include in this appendix didactic material that other sources have already effectively produced.

In this appendix, please note that the comparison of the groups with the highest and lowest selection ratios should appear in a table such as the one in Figure 1 below.  The letters, A, B, C, and D, represent the number of individuals that a college will have for each condition.  For example, A is the number of applicants of Population 1 who were 

accepted under a specific cutoff level.  C is the number of applicants of Population 1 who were rejected under a specific cutoff level.  The sum of A and C should equal the total number of applicants of Population 1.  A corresponding definition applies to Population 2.  It is irrelevant for statistical analysis whether the hypothesized disadvantaged group is assigned the spot of Population 1 or the spot of Population 2.  This format or model should facilitate our clear communication of how to apply the guidelines because the chi-square test for homogeneity and Fisher’s Exact test (two fundamental approaches to the adverse impact question) use this data format.  Whenever the guidelines mention a “2x2 table,” the reader should think of the table in Figure 1.

	
	Population 1
	Population 2

	Accepted
	A
	B

	Rejected
	C
	D



   Figure 1: Tabulation of Selection Ratios for Statistical Testing

Understandably, a variety of statistical methods may apply to the determination of adverse impact.  For example, standard deviations, multiple regressions, and t-tests have been used and advocated for adverse impact analyses.  (Waks, et al., 2001, pp.268-269; Hough, et al., 2001, pp.177-183; Jones, 1981)  However, these guidelines will focus upon three basic statistical tools (chi-square test; Fisher’s Exact test; and the Z-test) in order to avoid excessive complexity and to stay within our resources.

Summary Description of the Guidelines:

1.   The calculation for the 4/5 rule will ideally have approximately equal numbers of applicants in both the group with the highest selection ratio and the group with the lowest selection ratio.


This guideline largely rests upon the eventual (or sometimes urgent) need to test for a statistically significant difference among selection ratios.  However, lay people also have an intuitive understanding about possible errors in judgment when a comparison uses two groups of vastly differing sizes.  Both situations should motivate a college to attempt the comparison with groups of approximately equal numbers of applicants.

Slight differences in the number of applicants per group have little effect on the precision of a statistical test for a difference in selection ratios.  For example, a comparison of a group containing 80 applicants with a group containing 120 applicants (a 20% imbalance) will tend to have a “small effect on precision”  (a 4% reduction).  However, comparing two groups containing 50 and 150 applicants, respectively, “results in a 33% reduction in precision.” This latter situation has a 50% imbalance in sample sizes (van Belle, 2002, p.47).  Other research supports this admonition to avoid using two groups of extremely different size (Boardman, 1979; York, 2002).  

The college could attempt to achieve more equal sample sizes through the use of a subsample of the much larger applicant population.  In this approach, an analyst would draw a small random sample of people from the much larger population in a comparison so that the number of people in the comparison of selection ratios would have parity in size.  For example, if a hypothetical situation had two applicant populations of size 25 and 1,000, then the analyst would use for the testing a random sample drawn from the 1,000-member applicant group in lieu of the 1,000 individuals.  Such use of subsampling to achieve parity of group sizes could also help lower the cost of the analysis if the expense of data collection for all 1,000 applicants were substantial.  However, an obvious disadvantage to this approach is the loss in precision (from additional sampling error) through the use of 25 people, rather than the full 1,000 people, to represent the larger applicant population.  Although we did not find any examples of this strategy, a college may want to consider this approach as one of several methods to try before committing to one particular analytical strategy.  

2.   The minimum number of selected cases for the adverse impact calculation should be 26 (that is, the sum of the selected cases in the “highest” group and the “lowest” group should be 26 or more).

This guideline is necessary for a college to pursue the option of testing for differences that may be statistically significant.  Assuming that a college will use the most common approach, the chi-square test, then a total of 26 applicants for the entire comparison table is a recommended minimum number.  That is, for Figure 1 above, we should have (A+B+C+D) greater than or equal to 26.  

This guideline stems from a consideration of the minimum sample size needed to detect a “large” effect size in a 2x2 table (Cohen, 1998, pp. 343-345).  This sample size of 26 exceeds the common rule for use of the chi-square test in a 2x2 table.  In that common rule, experts show that the chi-square test is unreliable at sample sizes smaller than 20, because at least one expected cell value will fall below a critical threshold of five applicants (Cochran, 1971; Santer & Duffy, 1989, p.65; Delucchi, 1993, p.299-300; Siegel & Castellan, 1988, p.123; Gastwirth, 1988, pp.257-258).

The chi-square test will obviously work better with tables containing more than 26 applicants.  If a situation demands the detection of a “medium” effect size, then we need to have data on more than the prior minimum of 26 applicants.  On the other hand, statisticians have noted that comparisons with large numbers in them will result in tests that show statistically significant differences even though the differences have little practical significance for a program or policy (Huck, 2000, pp.200-204; Abelson, 1995, pp.39-42).
3.   Although this advisory cannot require a college to test for a statistically significant difference in selection ratios, a college should anticipate the need for such a test.

Several reasons should motivate the planning for a test of statistically significant difference in selection ratios.  First, any party that feels dissatisfied with the result of the 4/5 calculation will contend that a statistical test is needed.  Second, agreement between the results of the 4/5 calculation and the test for statistical significance will buttress the credibility (and cogency) of the simpler 4/5 rule.  Third, the 4/5 rule can, under certain circumstances, indicate disparity where none exists, if parties interpret the applicant pools involved as samples from a random process (Greenberg, 1979, p.765; Boardman, 1979).

4.   In many situations, the college will find conflicting results from the 4/5 rule and   the test for statistical significance.  

This implies that a college should consider both criteria whenever possible.  Just because its analysis may find that it meets the 4/5 rule, the college may still face a challenge on the grounds that there may be a statistically significant difference between the selection ratios.  Of course, where results for the two criteria agree, the finding has more substance or credibility than in cases where the two methods disagree (Greenberg, 1979; Boardman, 1979; York, 2002, Kadane, 1990).  Knowledge about where a process under review stands on both criteria will aid the administration in terms of planning its next steps.

5.   Colleges should test for statistical significance by applying the chi-square test, the Fisher’s Exact test, or the Z-test of proportions.

From the outset, we should emphasize that a difference that is statistically significant does not mean that the difference has practical significance.  This is a point that some court decisions have recognized as well.  

Depending upon the data circumstances (such as size of applicant groups), a college has a choice of statistical methods for ascertaining if two selection ratios have a difference that is statistically significant.  When the comparison involves two groups of adequate size, the college should use the chi-square test for homogeneity or the equivalent Z-test for differences in proportions.  The Z-test has a slight advantage over the chi-square test in that the Z-test facilitates a one-tailed test for testing a directional hypothesis (Berenson and Levine, 1992, pp.455-461).  Gastwirth (1988, pp. 212-216) demonstrates the use of the Z-test in the analysis of adverse impact in selection ratios.  The chi-square test receives coverage in practically every introductory statistics text, but in-depth discussions are available as well (Delucchi, 1993; Siegel & Castellan, 1988, pp.111-124; Daniel, 1990, pp.192-209).

When a college has too few applicants in the two groups, then it should use Fisher’s Exact test.  This test resembles the aforementioned chi-square test in its formatting of the data as a 2x2 frequency table, but its computational method diverges distinctively from the method for the chi-square test.  For brevity’s sake, the reader should refer to a statistical text for the computational details (Daniel, 1990; pp.120-126; Agresti, 1996, pp. 39-44; Siegel & Castellan, 1988, pp.103-111; Hollander & Wolfe, 1999, pp.473-475).  Although most modern statistical programs make statistical tables for this test superfluous, some parties may wish to browse Daniel (1990, pp.521-553) to see extensive tables for the critical values at various confidence levels.  In any case, the general rule here is that each cell of the 2x2 table should have a minimum expected count of five in order to use the chi-square test.  Modern advances in this 


area of statistics have also produced a test that reportedly improves Fisher’s Exact test, but this test has limited availability for now (Wilcox, 1996, pp. 347-349).

Statistical packages such as SPSS and Stata have routines to perform Fisher’s Exact test, which is tedious to do without a computer program.  The chi-square test and Z-test are relatively easy to perform with a pocket calculator although statistical programs commonly do these computations for researchers.  Where possible, the college should run all of these tests (and other ones that are not highlighted above) because a battery of test results will tend to provide a complete level of evidence and reduce the chance of surprising results at a later point in time.

6.   Colleges can enhance their tests of significance by applying the one-sided test rather than the common two-sided test.

Experts point out that the hypothesis in the test for statistical significance in adverse impact scenarios is really a one-sided hypothesis test rather than the conventional two-sided hypothesis test.  This follows from the formulation of the argument that the selection ratio of a hypothetically disadvantaged group must be less than the selection ratio of the hypothetically advantaged group (Gastwirth, 1988, pp.140-144).  Aside from making the hypothesis test consistent with the administrative rule at hand, a one-sided test will tend to improve the test of significance in terms of precision and statistical power.  

Discussions of one-sided hypothesis testing (also known as “directional testing”) are readily available (Jones, 1971; Huck, 2000, pp.170-173; Clark-Carter, 1997, p. 231; Berenson & Levine; 1992, p. 461).  

7.   Part of the testing for either the 4/5 rule or the test of statistical significance should involve a test for “robustness” in the results.  

The credibility of a finding for either the 4/5 rule or the test of statistical significance may depend to some extent upon how that finding reacts to the gain or loss of one applicant in the 2x2 tabulations.  If a finding of adverse impact becomes a finding of no adverse impact upon the reclassification of just a single applicant, then the finding of adverse impact will have lessened substance and credibility.  Of course the opposite is also true.  If a finding of no adverse impact were to become a finding of adverse impact upon reclassification of one applicant, then the original finding likewise loses weight.  Although the test of statistical significance has some recognized indicators of robustness (such as the p-value), this scenario of simulating 




the finding upon a reclassification of a single applicant is still a useful test for robustness in the statistical result (York, 2002, pp.259-260; Kadane, 1990, p.926)

8.   A college may increase the number of applicants used in the calculations in order to improve the validity of these calculations, but certain caveats apply to such adjustments.

One method of adjustment is the combining (or “collapsing” or “pooling”) of applicant pools for multiple years.  A second method of adjustment is the combining of categories within an applicant population.  

As one expert notes, “pooling all years of data into one sample, as the Supreme Court did in Castaneda, is the most powerful statistical technique that can be used.  When the availability fraction changes over time, however, or when the status of minority employees in several occupations, each with its own availability percentage of the external labor market, is at issue, the individual data sets cannot be treated as a large sample from the same binomial population…”  (Gastwirth, 1984, p.77) 

A college may use such pooling of multiple years to test for a consistent multi-year pattern, to obtain large enough numbers of applicants to conduct statistical significance tests, and to improve the stability and credibility of small numbers of cases.  A college may pool applicants from different populations primarily for the benefit of achieving large numbers for the comparisons, but the college should address any concerns about the qualitative nature of the groups to be pooled.

9.   In either method of adjustment noted in Guideline 8, the college should test for the equivalence of the groups to ascertain the validity of such pooling of data across groups of students or across time periods.

When a college considers combining groups in order to increase the number of applicants for a more precise statistical test (or a more reliable set of numbers without statistical testing), it must consider the validity of combining groups.  In analyses for adverse impact, it would be invalid to combine groups with truly different selection ratios.  So a college should test for differences in the 2x2 tables of the candidate groups for pooling.  The Mantel-Haenszel procedure for combining two or more 2x2 tables is the relevant approach here (although alternative procedures do exist).  This procedure is well documented and frequently appears in the health research literature (Gastwirth, 1984, pp. 79-83; Rosner, 2000, pp.601-609; Selvin, 1996, pp.234-239; Hollander & Wolfe, 1999, pp.484-492; Breslow & Day, 1980, pp.136-146; Rothman 


& Greenland, 1998, pp.265-278; Agresti, 1996, pp.61-65).  In some references, this procedure also goes under the name of Cochran-Mantel-Haenszel.  Gastwirth (1988, pp.229-236) demonstrates the computational steps for an adverse impact scenario and documents a number of applications of the test in discrimination court cases.

When the populations of the 2x2 tables are relatively small, an option is Zelen’s Exact Test for a Common Odds Ratio.  However, this test has low availability in software packages (Hollander & Wolfe, 1999, pp.484-492; Agresti, 1996, p.66).  

Santer & Duffy (1989, pp.188-195) present an alternative approach to determining “collapsibility” of 2x2 tables with a focus upon the ability of the summary table to retain the original information and to address the potential risk of Simpson’s Paradox.   Simpson’s Paradox occurs when “…a measure of association between two variables [such as the chi-square test]…may be identical within the levels of a third variable,…[such as college or applicant year] but can take on an entirely different value when the third variable is disregarded, and the association measure calculated from the pooled data [such as data from different colleges or different applicant years]…” (Everitt, 2002, p.347).  Hsu (1998, pp.126-129) shows, that with Simpson’s Paradox, pooling can distort the relationship existing in subgroups either upwards or downwards.  For an example of the paradox in the context of differences among races for the death penalty, see Agresti (1996, pp.54-57).

A second level of equivalence would consider the qualitative equivalence of the groups to be combined, rather than the quantitative equivalence that the Mantel-Haenszel procedure addresses.  In a qualitative perspective, does it make sense to combine two or more groups?  Are the groups critically different on some trait or characteristic so that the analysis should keep them separate?  Practically speaking, these decisions do not depend upon a statistical theory.  Instead, they depend upon the applicable theories of social science, concepts of equity, and law.

10.   In addition to the aforementioned tests of statistical significance, the college should consider a calculation of another statistic, the odds ratio, to develop a complete analysis of possible adverse impact.

Research has shown that the selection ratio has serious flaws as a statistic for indicating disproportionality.  Various experts have recommended an alternative, the odds ratio, as a superior indicator (Gastwirth, 1984, p.84).  The odds ratio is easy to calculate from a 2x2 table, and it has some major advantages over the selection ratio and other comparative measures for tabulated counts (Reynolds, 1977, pp.20-28; Selvin, 1996, pp.428-432; Agresti, 1996, pp.22-25; Rosner,2000, pp.584-590).

11.   Further steps of a complete analysis would include the estimation of the confidence interval for each selection ratio and the effect size.

Researchers have traditionally used confidence intervals and effect sizes to provide decision makers with a more complete picture of a problem.  As such, they can buttress a particular finding or argument.   The use and calculation of confidence intervals are described in numerous references (Huck, 2000, pp.149-155; Rothman & Greenland, 1998, pp.189-195).  Rosner (2000, pp. 194-196) describes the computation for exact confidence intervals for proportions and provides graphs for the exact confidence intervals at the .01and .05 levels of confidence (pp.759-760).

References for the topic of effect size with the 2x2 table include, but are not limited to, the following: Cohen (1998, pp.343-345); Cohen (1988); Clark-Carter (1997, p.229); Rosnow & Rosenthal (1996, pp. 309-312), and Reynolds (1997, pp.19-20).  Cohen (1988) presents extensive effect size tables using his definition for effect size for the 2x2 table.  Clark-Carter (1997, pp.611-619) has an abbreviated table of effect sizes.  Rosnow & Rosenthal (1996) present their definition of effect size, using the phi coefficient.  Reynolds (1977) applies the basic but intuitively appealing concept of change in percentages as a measure of effect size.  Of course, along with the confidence interval and effect size, a college should also address the issue of the statistical power of its test(s) (Gastwirth, 1988, pp.257-258; Cohen, 1988), because power may become an issue in terms of challenges to their outcome(s).

12.   Many institutional researchers employed by the community colleges can assist on the above statistical issues, and the Research & Planning Unit of the Chancellor’s Office, California Community Colleges will help in this area as well, resources permitting.

Most of the guidelines involve statistical analysis.  Obviously, some of these analyses will require some training, education, and experience in statistical analysis and access to appropriate computer programs and references.  Each community college should see if it has the internal resources to support such statistical analysis.  Faculty and staff at the college are likely to have the background, statistical software programs (like SAS, SPSS, and Stata), and reference materials that the statistical issues will demand.  In particular, many (but certainly not all) institutional researchers on campus, or at the district office, should be able to assist in the use of these guidelines.

As an alternative, the Research & Planning Unit of the Chancellor’s Office, California Community Colleges can provide some technical assistance in this area, resources permitting.  But in consideration of its workload and the effects of budget reductions, this alternative will be limited.  

Conclusion:

This appendix has described some ways for a college to evaluate the possibility that its nursing admission cutoff rule has adverse impact.  The guidelines assume that the predictive model for student success has validity for a particular college’s nursing program.  An option we have not yet described involves a reexamination of that predictive model.  This option deserves consideration if the statewide model produces relatively low selection ratios for all applicant groups at a particular college program.

The possibility of improving all selection ratios is plausible on two accounts.  First, a college may have some unique properties about it that weaken the applicability of the statewide model to that college.  Second, as time passes, any data-driven statistical model can suffer gradual obsolescence in a dynamic environment, and that can create a need to revisit that model at both the state and local level.

This viewpoint implies that a college may benefit from using data about its own program to generate a potentially more valid prediction model that could subsequently produce better selection ratios for all groups at a college.  Development of a more accurate prediction model has twin benefits of improved selection for all applicant groups and possible reduction in, or elimination of, an adverse impact if one had existed with the initial statewide prediction model.  But local revision of the prediction model has its hurdles too.  The cost may be too high, time may be too limited, and the number of program applicants may be too small for the statistical modeling.  Furthermore, there is no guarantee that a local model will do better at prediction than the statewide model did.  So this approach, despite its potential benefits, may be too difficult for more than a handful of colleges to attempt---but it is something to consider.
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